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Abstract. Increasing size of biochemical models of cellular processes influence the time consumption for optimization of control systems in biotechnological plants to increase the productivity. Nonlinear systems of differential equations can be optimized by time consuming stochastic numerical methods that work for most different nonlinear models but can not guarantee finding of the global optimum. In case of a high number of possible parameter combinations early rejection of parameter combinations with low potential of criteria increase becomes important. Statistics of convergence dynamics is collected to predict the optimization potential of optimization parameter combinations and use them for early rejection of parameter combinations with low optimization potential. A prediction tool is developed to predict the distance to the global optimum depending on the number of parameters, size of the model, and the number of parameters in the model. The prediction tool returns distance to the expected optimal solution as a function of Central Processor Unit (CPU) time. The forecast tool can be used for models of different size and using different numerical optimization methods.
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Introduction

Global optimization of nonlinear biochemical networks is a common problem in biotechnological applications of metabolic engineering to evaluate the potential of engineered strains of microorganisms before investment in their development in vivo [1]. In silico optimization phase reduce the time and resources needed to reach the best possible result in biotechnological production. Even in case of small models a systematic in silico scanning [2] of possible solution space may be a huge effort because of combinatorial explosion.

Generally two groups of methods: deterministic and stochastic [3] can be used for solution of this problem. Still the stochastic methods are more universal and less dependent on the type of problem [4; 5]. Therefore, we concentrate on analysis of stochastic methods which have also drawbacks: they can not guarantee global optimality and take unknown time to reach the best value.

Thus, universality of stochastic algorithms bring also practical disadvantages in their practical applications during optimization experiments specially when many optimization runs have to be performed. The main questions are: 1) when one can conclude that the best solution is found hoping that the global optimum is reached and 2) can one assume that a long optimization run will guarantee a global optimum close solution. These questions are not well studied so far.

It is proposed to apply statistical analysis of several optimization runs for estimation of the convergence speed of the promising combinations of parameters and make early rejection of slowly converging parameters. Possibilities to generalize statistics about the model to different optimization methods and number of optimized parameters are discussed.

Optimization runs are made using software COPASI [6] build 30 and two of built-in optimization methods: particle swarm and evolutionary programming. The model of yeast glycolysis [7] with 24 reactions and 25 metabolites is used as a test model. One, five, ten and fifteen enzyme concentrations were optimized and in each case five identical optimization runs were performed and compared.

The particle swarm method demonstrated good convergence to the best known value independent on the number of modified reactions while evolutionary programming reached the best value of criteria in case of one and fifteen reactions and did not reach it in case of five and ten reactions. The convergence speed was better in case of particle swarm compared to evolutionary programming in case of five, ten and fifteen optimized reactions while evolutionary programming was faster in case of one optimized reaction.

Thus, it was concluded that convergence properties of stochastic global optimization methods are hardly predictable even within the same model depending on the number of optimized reactions. It is necessary to collect convergence statistics for different number of optimized reactions to use the knowledge about convergence speed in similar optimization runs.
A software tool is developed for automated creation of convergence statistics and forecast of time that is needed to reach the best criteria value that might be the global optimum or to be confident that particular closeness to the best value is reached.

The aim of the paper is to find out the differences in convergence speed dynamics in case of different number of optimization parameters within one optimization method and in comparison with another. A forecast tool is developed to choose the method and forecast the convergence dynamics based on the experience of previous runs.

Materials and methods

Yeast glycolysis model [7] is used as a test model for optimization. This model is described with 2 compartments, 24 reactions and 25 metabolites. COPASI (build 30) [6] is used as optimization tool. Two optimization methods are applied: 1) evolutionary programming [8] with following default method parameters: Number of Generations: 30000 (increased to have longer optimization runs); Population Size: 20; Random Number Generator: 1 (uniform distribution); Seed: 0 and particle swarm [9] with the following default method parameters: Iteration Limit: 2000; Swarm Size: 50; Std. Deviation: 1e-06; Random Number Generator: 1; Seed: 0. The optimization parameters were allowed to change within a range from -99 % up to 1000 % from their initial values. “Steady state” subtask of optimization was chosen. Optimization criteria in all optimizations were calculated with the same formula (1).

\[ K = \frac{\text{Ethanol flow}}{\text{Glucose uptake}} + 5 \cdot \text{Ethanol flow} , \]

where 5 is expert – determined constant that indicates the increased importance of ethanol flow as a criteria compared to the other part of criteria.

The sequence of modified reactions was chosen in decreasing order of the module of flux control coefficients of ethanol flow (Table 1) using Metabolic Control Analysis (MCA) [10] task of COPASI for the steady state found for the initial values of the glycolysis model as it is downloaded from the Biomodels database [11].

<table>
<thead>
<tr>
<th>Sequence number according to MCA</th>
<th>Use in optimization experiment sets of 1, 5, 10 and 15 reactions</th>
<th>Reaction name</th>
<th>MCA flux control coefficient for Ethanol flow</th>
<th>Module of MCA flux control coefficient for Ethanol flow</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1,5,10,15</td>
<td>Hexokinase</td>
<td>7.92e-01</td>
<td>7.92e-01</td>
</tr>
<tr>
<td>2</td>
<td>5,10,15</td>
<td>Alcohol dehydrogenase</td>
<td>1.84e-01</td>
<td>1.84e-01</td>
</tr>
<tr>
<td>3</td>
<td>5,10,15</td>
<td>ATP consumption</td>
<td>5.21e-02</td>
<td>5.21e-02</td>
</tr>
<tr>
<td>4</td>
<td>5,10,15</td>
<td>Glycerol synthesis</td>
<td>-3.13e-02</td>
<td>3.13e-02</td>
</tr>
<tr>
<td>5</td>
<td>5,10,15</td>
<td>Phosphofructokinase</td>
<td>2.81e-02</td>
<td>2.81e-02</td>
</tr>
<tr>
<td>6</td>
<td>10,15</td>
<td>Glyceraldehyde 3-phosphate dehydrogenase</td>
<td>2.01e-02</td>
<td>2.01e-02</td>
</tr>
<tr>
<td>7</td>
<td>10,15</td>
<td>Storage</td>
<td>-1.89e-02</td>
<td>1.89e-02</td>
</tr>
<tr>
<td>8</td>
<td>10,15</td>
<td>Triosephosphate isomerase</td>
<td>9.18e-03</td>
<td>9.18e-03</td>
</tr>
<tr>
<td>9</td>
<td>10,15</td>
<td>Pyruvate kinase</td>
<td>5.20e-03</td>
<td>5.20e-03</td>
</tr>
<tr>
<td>10</td>
<td>10,15</td>
<td>Glucose uptake</td>
<td>4.37e-03</td>
<td>4.37e-03</td>
</tr>
<tr>
<td>11</td>
<td>15</td>
<td>Phosphoglucoisomerase</td>
<td>2.32e-03</td>
<td>2.32e-03</td>
</tr>
<tr>
<td>12</td>
<td>15</td>
<td>Phosphoenolpyruvate synthesis</td>
<td>1.72e-03</td>
<td>1.72e-03</td>
</tr>
<tr>
<td>13</td>
<td>15</td>
<td>Pyruvate decarboxylase</td>
<td>7.82e-16</td>
<td>7.82e-16</td>
</tr>
<tr>
<td>14</td>
<td>15</td>
<td>Aldolase</td>
<td>4.04e-16</td>
<td>4.04e-16</td>
</tr>
<tr>
<td>15</td>
<td>15</td>
<td>Adenylate kinase</td>
<td>2.13e-18</td>
<td>2.13e-18</td>
</tr>
</tbody>
</table>
The progress of convergence to the global optimum was recorded as time series of CPU time and criteria values.

Five optimization experiments were performed for each number of reactions for each optimization method on a server running 64-bit Microsoft Windows Server 2008 Standard Service Pack 2 operating system. Server has 4x QuadCore Intel Xeon MP E7330 2400 MHz CPU and 32768 MB of RAM. Several optimization experiments were run in parallel. Single processor per task was used as COPASI does not support optimization with parallel task distribution.

The forecast tool was made using Microsoft Visual Studio 2008 Professional Edition and Microsoft .NET Framework version 3.5 Service Pack 1. Programming language is C#. ZedGraph dynamic-link library [12] was used to draw the result curves on the plot. Microsoft SQL Server 2008 Compact Edition version 3.5 was chosen as optimization data storage.

Results and discussion

Convergence speed experiments

Plots of normalized convergence speed of optimization in percent from global optimum with COPASI using evolutionary programming and particle swarm methods for different number of reactions are demonstrated in Figure 1. 0 % level in all the graphs is the criteria value of the original model (4.99). 100 % level corresponds to the best criteria value found in any run of any optimization method and is considered to be the global optimum. So 100 % correspond to 5.02 optimizing one reaction (Fig. 1, a), 6.38 optimizing 5 reactions (Fig. 1, b), 6.48 optimizing 10 reactions (Fig. 1, c) and 12.73 optimizing 15 reactions (Fig. 1, d).

Fig. 1. Average normalized convergence speed of evolutionary programming and particle swarm optimization methods (error bars represent standard deviation of five experiments):
a – one reaction optimization; b – five reaction optimization; c – ten reaction optimization; d – fifteen reaction optimization
In case of the given model the optimization performance of both methods has advantages and disadvantages. Evolutionary programming has better performance in case of one optimized reaction both in terms of convergence speed and standard deviation while particle swarm has better performance in case of five, ten and fifteen optimized reactions both in convergence speed and standard deviation. In case of five and ten reactions evolutionary programming has very poor performance. In case of five reaction optimization none of optimization runs reach 100% level in spite of long optimization runs of 500 000 seconds of CPU time that correspond to 5.8 days. In case of 10 reactions just some optimization runs come close to 100% level while other runs stay at the level of about 40%. That may be explained by small preset probability of mutations for evolutionary programming method.

Even comparing just two global optimization methods let us conclude that 1) within optimization of the same model one method is not always better than the other one (evolutionary programming is better in case of one reaction optimization while in all other cases the particle swarm performs better) and 2) there are global optimization methods which converge to the global optimum depending on the number of reactions to be optimized (while there is a good convergence of evolutionary programming in case of one and fifteen reactions it is poor in case of five and ten reactions). Therefore, we suggest collecting knowledge about the convergence progress learning from experience in optimizing of a particular model with a particular optimization tool and method. This approach is reasonable in case if big numbers of similar optimizations have to be performed.

**Optimization time/accuracy forecast tool**

Software for forecast of relationship between optimization time and distance of best solution from the global optimum has been developed.

The software is universal, so it does not matter which optimization tool is used to get global optimum. The input data consist of two columns representing CPU time for x axis and optimization values for y axis. The input file format is text file where columns are delimited by tab separator. In the forecast tool there is possible to store date in database for further analyses and calculations. The forecast tool supports profile creation according to the user’s needs where the number of metabolites, number of reactions, number of parameters, number of variable parameters and optimization method must be specified as configuration parameters for every new profile. A function for method adding also is present in the developed forecast software. All analyses functions are based on previously gathered data.

![New profile creation in forecast tool](image)

Firstly, the output result tool can calculate and put on the single plot all curves and corresponding average curve with error bars with standard deviation for particular profile.

Secondly, software is able to analyze two methods in parallel to see differences between them. The number of metabolites, number of reactions, number of parameters, number of variable parameters, two methods names and corresponding x and y axes labels must be specified as input.
parameters for this function. As a result the function returns the best value and a list of methods which have ever reached the best calculated value for such function input parameters. Moreover, the function also returns the best values for the methods analyzed and the chart is created for representation of two corresponding average curves with standard deviation error bars. It helps the user to choose appropriate methods based on the input parameters. Curve normalization by default is based on automatically calculated the best value for two methods, but it is possible to define another value manually.

Fig. 4. Comparison of two methods and finding best global optimum value based on chosen methods

Thirdly, software offers the analyses of particular method that clearly shows behavior of optimization curves in case of different number of the model variable parameters. The user can freely choose how many curves to show at ones depending on his interests. In this step the global optimum value is also selectable from options. In Figure 5 an example with 5 and 15 variable parameter curves, where the global optimum value is 13 is represented.

Fig. 5. Comparison of variable parameter curves based on chosen input parameters and manually specified global optimum value
Conclusions

Comparing the two global optimization methods for optimization of yeast glycolysis model it can be concluded that 1) within optimization of the same model one method is not always better than the other one (evolutionary programming is better in case of one reaction optimization while in all other cases the particle swarm performs better) and 2) there are global optimization methods which converge to the global optimum strongly depending on the number of reactions to be optimized (while there is a good convergence of evolutionary programming in case of one and fifteen reactions it is poor in case of five and ten reactions).

The developed optimization time/accuracy forecast tool can be used 1) to choose the best method of optimization on the same model and tool tested methods depending on the number of reactions to be optimized and 2) to predict the necessary time to reach the needed level of closeness of the best solution to the global optimum.
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